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ABSTRACT  
In this paper, we extend the classes of generalized type I vector valued functions introduced by Aghezzaf and 

Hachimi[1] to generalized univex type I vector-valued functions and consider a multiobjective optimization 

problem involving generalized type I function with  ,  -univexity. A number of Kuhn-Tucker type sufficient 

optimality conditions are obtained for a feasible solution to be an efficient solution. The Mond-Weir and general 

Mond-Weir type duality results are also presented. 

 

1. INTRODUCTION  

Rueda et al.[2] obtained optimality and duality results for several mathematical programs by 

combining the concept of type I functions and univex  functions [3]. Mishra[4] obtained 

optimality. duality and saddle point results for a multiple–objective program by combining 

the concept of pseudoquasi, type I , quasi-pseudo type I, strictly pseudoquasi, type I and 

univex functions. Mishra et al.[5] introduce new class of generalized type I univex functions 

by extending weak strictly pseudoquasi type I, strong pseudoquasi type I  etc.Recently Caristi, 

Ferrara and Stefanescu[6] introduced  ,  invexity. 

 

In this paper, we introduce new class of generalized type I univex functions with  ,  

univexity and also studied weak strictly pseudoquasi type I,strong pseudoquasi type I, weak 

quasistrictly–pseudo type I and weak strictly pseudo type I. In section 2,we introduce some 

preliminaries. Some sufficient optimality results are established in section 3. A number of 

duality theorems in the Mond-Weir type are shown in section 4.In section 5. We are giving 

two results on general Mond-Weir type duality. 

 

2. PRELIMINARIES  

To compare vectors along the lines of Mangasarian [7],we will distinguish between 

 andbetweenorand  specifically. , , 1,2,........ , ,n n

i ix R y R x y x y i n x y         

 Similarly notations are applied to distinguish between and   . 

We consider the following multiple objective optimization problem: 

(VP)  minimize   .,)()(.).........()( 1

n

p RXxxxgtosubjectxfxfxf   

where mp RXgandRXf  ::  are differentiable functions and  nRX   is an open set. 

Let X0 be the set of all feasible solutions of (VP). We quote some definitions and also give 

some new ones. 

Definition 2.1  

A  point 
0Xa  is said to be an efficient solution of problem (VP) if there exit no 0Xx  such 

that ).()(),()( afxfafxf    

Definition 2.2 
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A  point 
0Xa  is said to be a weakly efficient solution of problem (VP) if there is no Xx  

such that ).()( afxf    

Definition 2.3 

A  point 
0Xa  is said to be a properly efficient solution of (VP) if it is efficient and there 

exist a positive constant K such that for each 
0

x X  and for each  1,2......i p satisfying  

( ) ( )i if x f a , there exist at least one  1,2......i p suchthat   ( ) ( )f a f x
j j

  and 

( ) ( ) ( ) ( )f a f x K f x f a
i i j j

 
   

 
. 

 

Denoting by WE(VP), E(VP) and PE(VP)  the sets of all weakly efficient, efficient and 

properly efficient solutions of (VP), we have          WE(VP).E(VP)PE(VP)   

For convenience, let us write the definitions of  , -univexity on the lines from[1], Let 

RX 0:   be a differentiable function ( )
0

nX R ,
0

X X , and 
0

a X . An element of all 

(n+1)- dimensional Euclidean Space 1nR  is represented as the ordered pair 

( z, r ) with ,nz R and r R    is a real number and   is real valued function defined on 

 1

0 0 , , ,.nX X R suchthat x a is  convex on   1 , , 0, 0,nR and x a r   for every  

 ,
0 0

x a X X   and r R


. , : [0,1]
0 1

b b X X R  


     , lim , , 0
0

b x a b x a 


 


, and b does not 

depend upon   if the corresponding functions are differentiable. , :
0 1

R R    is an n-

dimensional vector- valued function. 

We assume that , :
0 1

R R    satisfying    0 0 0 0,
0 1

u u and u u and        

( , ) 0 ( , ) 0.
0 1

b x a and b x a  and ( ) ( )
0 0

      and ( ) ( )
1 1

      . 

Example 2.1[6] 

0

min  ( ) 1

( ) 1 0, [1, )

f x x

g x x x X

 

      
 

( , ;( , )) 2(2 1) ,rx a y r x a y x a      for 
0 ( )x x  ,

1( )x x   , 1

1

2
  (for  f ) and  1  (for g ), 

then this is ( , )  -univex but it is not ( , )  -invex . 

 

Definition 2.4 

The problem(VP) is said to be weak strictly pseudo type I univex at 
0

a X  if there exit real –

valued functions , . ,
0 1 0 1

b b and suchthat    

( , ) [ ( ) ( )] 0 ( , ,( ( ), )) 0.
0 0

b x a f x f a x a f a        

( , ) [ ( )] 0 ( , ,( ( ), )) 0.
1 1

b x a g a x a g a        

for all 
0

x X  and for all 1,2...... 1,2....... .i pand j m   If (VP) is weakly strictly pseudo type I 

 ,  - univex at each a X , (VP) is said to be weak strictly pseudo type I  ,  -univex on 

X. 
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Remark 2.1[5] 

There exist functions which are weak strictly pseudoquasi type I univex, with respect to 

0 11b b  , 
0 and 

1 are identity function on R ,  but not strictly pseudoquasi type I univex, 

with respect to same 
0 1 0 1, , , ,b b    . 

Definition 2.5.  

The problem (VP) is said to be strong pseudoquasi type I  , - univex at 0Xa  at if there 

exit real- valued functions thatsuchandbb  1010 ,.,  

.0))),((,,(0)]()([),( 00   afaxafxfaxb  

.0))),((,,(0)]([),( 11   agaxagaxb  

for all 0Xx  and for all   }........2,1{......2,1 mjandPi   if (VP) is strong pseudoquasi  type 

I  ,  univex at each Xa , (VP) is said to strong pseudoquasi  type I  , -univex on X. 

 

Remark 2.2[5] 

There exist functions which are strong pseudoquasi type I univex with respect to 
0 11b b  , 

0 and 
1 are identity function on R , but not weak strictly pseudoquasi type I univex with 

respect to same 
0 1 0 1, , , ,b b    .  

Definition 2.6  

The problem (VP) is weak quasi strictly Pseudo type I  , - univex with respect 

to 01010 ,., Xaatandbb   if there exit real-valued functions 
0 1 0 1, . ,b b and   such that 

.0))),((,,(0)]()([),( 00   afaxafxfaxb  

.0))),((,,(0)]([),( 11   agaxagaxb for all 0Xx  and for all 

 1,2...... {1,2....... }.i p and j m   If (VP) is weak quasi strictly pseudo type I univex at each a X , 

(VP) is said to be weak quasi strictly pseudo type I  , - univex on X. 

Definition 2.7 

Weak strictly pseudo type I  , - univex with respect to 01010 ,., Xaatandbb   if there 

exit real-valued functions 
0 1 0 1, . ,b b and   such that 

.0))),((,,(0)]()([),( 00   afaxafxfaxb  

.0))),((,,(0)]([),( 11   agaxagaxb  

for all 0Xx  and for all  1,2...... {1,2....... }.i p and j m   If (VP) is weak strictly pseudo type I 

univex at each a X , (VP) is said to be weak strictly pseudo type I  , - univex on X. 

 

3. OPTIMALITY CONDITIONS  

In this section, we establish some sufficient optimality condition for an 0Xa  to be an 

efficient solution of problem (VP) under various generalized type I  , - univex functions 

defined in the previous section. 

Theorem 3.1 (sufficiency) Suppose that 

 (i) 0Xa  (ii) There exist 0,0, 000   andRR mp Such that  

(a) 0)()( 00  agaf   (b) 0)(0 ag  (c) ;)1,......1(,10 PT Rewheree   
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(iii)The problem (VP) is strong pseudoquasi type I  , - univex at 0Xa  with respect to 

some  andbb 1010 ,.,  for all feasible x . then a is an efficient solution to (VP).  

Proof  

 Suppose contrary to the result that a is not an efficient solution to (VP). Then there exists a 

feasible solution x  to (VP) such that  ).()( afxf   

By the properties of 00 andb  and the above inequality, we have 

0)]()([),( 00  afxfaxb  (1) 

By the feasibility of a, we have 0)(0  ag  

By the properties of 11 andb  and the above inequality,  

we have 0)]([),( 0

11  agaxb                (2)  

By inequalities (1) and (2) and condition (iii), we have  

 ,0,0))),((;,(0))),((;,( 00   Sinceagaxandafax  the above inequalities give 

0))),()((;,( 00   agafax                                                                            (3) 

which contradict condition (iii). This completes the proof. 

Theorem 3.2 (sufficiency) Suppose that 

 (i) 0Xa  (ii) There exist 0,0, 000   andRR mp  Such that  

(a) 0)()( 00  agaf   (b) 0)(0 ag  (c) ;)1,......1(,10 PT Rewheree   

(iii) The problem (VP) is weak strictly pseudoquasi type I  , - univex at 0Xa  with 

respect to some  andbb 1010 ,.,  for all feasible x . then a is an efficient solution to (VP). 

Proof  

Suppose contrary to the result that a is not an efficient solution to (VP). Then there exists a 

feasible solution x  to (VP) such that  ).()( afxf   

By the property of 00 andb  and the above inequality, we get (1). By the feasibility of a the 

properties of 11 andb  and the condition (iii), we have  

,0,0))),((;,(0))),((;,( 00   Sinceagaxandafax  the above inequalities give 

0))),()((;,( 00   agafax                                                                     

which contradicts (iii). This completes the proof. 

Theorem 3.3 (sufficiency) Suppose that 

 (i) 0Xa  (ii) There exist 0,0, 000   andRR mp  Such that  

(a) 0)()( 00  agaf   (b) 0)(0 ag  (c) ;)1,......1(,10 PT Rewheree   

(iii) The problem (VP) is weak strictly pseudo type I  , - univex at 0Xa  with respect to 

some  andbb 1010 ,.,  for all feasible x , then a is an efficient solution to (VP). 

Proof  

Suppose contrary to the result that a is not an efficient solution to (VP). Then there exists a 

feasible solution x  to (VP) such that  ).()( afxf   

By the property of 00 andb  and the above inequality, we get (1). By the feasibility of a and  

properties of 11 andb  we get (2). By inequalities (1) and (2) and condition (iii) , we have   

,0,0))),((;,(0))),((;,( 00   Sinceagaxandafax  the above inequalities give 

0))),()((;,( 00   agafax          which contradicts (iii). This completes the proof. 
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4. MOND-WEIR TYPE DUALITY  

In this section, we present some weak and strong duality theorems for (VP) and the following 

Mond-Weir dual problem suggested by Egudo[7]: 

(MWD) Maximize f(y)  

              Subject to 0)()(  ygyf   

                               0)(  yg  

0 , 0 1,and e      PT Rewhere  )1,......1( , Denote by 0  the set of all the feasible 

solutions of problem (MWD), i.e. , 

);,,{(0 y 0)()(  ygyf  , }0,,,0)(   mp RRyg  

Theorem 4.1 ( Weak duality ) Suppose that  

(i) 0Xx  (ii) 0( , , ) 0;y and     

(iii) Problem (VP) is strong pseudoquasi type I  , - univex at y with respect to some 

 andbb 1010 ,., then ).()( yfxf   

Proof  

Suppose contrary to the result i.e, ).()( yfxf    

By the property of 00 andb  and the above inequality, we have  

0)]()([),( 00  yfxfaxb                                                                       (4) 

By the  feasibility of  ( , , )y   , we have 0)(0  yg  ,By the properties of 1b and 1 we get 

1 1( , ) [ ( )] 0b x a g y            (5)  

By the inequalities (4) and (5) and condition (iii) , we have 

,0,0))),((;,(0))),((;,(   Sinceygyxandyfyx  the above inequalities give 

0))),()((;,(   ygyfyx ,which contradicts (iii). This completes the proof. 

Theorem 4.2 ( Weak duality ) suppose that  

(i) 0Xx  (ii) 0 0( , , ) 0;y and     

(iii) Problem (VP) is weak strictly pseudoquasi type I  , - univex at y with respect to some 

 andbb 1010 ,., then ).()( yfxf   

Proof  

Suppose contrary to the result i.e, ).()( yfxf   By the properties of 00 andb  and the above 

inequality, we get (4). By the  feasibility of  ( , , )y   , and properties of 11 andb we get (5). 

By the inequalities (4) and (5) and condition (iii) , we have 

,0,0))),((;,(0))),((;,( 0   Sinceygyxandyfyx  the above inequalities give, 
0( , ;( ( ) ( ), )) 0x y f y g y       ,which contradicts (iii). This completes the proof . 

Theorem 4.3 ( Weak duality ) suppose that  

(i) 0Xx  (ii) 0( , , ) ;y     

(iii) Problem (VP) is weak strictly pseudo type I  , - univex at y with respect to some 

 andbb 1010 ,., then ).()( yfxf   

Proof 

Suppose contrary to the result, i.e., ( ) ( )f x f y .By the properties of 0b , 0   and  the above 

inequality , we get (4), and the feasibility of ( , , )y   and properties of 11 andb we get (5).By 
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the inequalities (4) and (5) and condition (iii) , we have ( , ;( ( ), )) 0x y f y    and 

( , ;( ( ), )) 0x y g y   . Which contradicts condition (iii). This completes the proof. 

Theorem4.4 ( Strong duality ). Let z be an efficient solution for (VP) and z satisfies a 

constraint qualification for (VP) in Marusciac [8]. Then there exist mp RcandRb  such 

that (z ,b ,c) is feasible for (MWD). If any of the weak duality in theorems 4.1-4.3 also holds. 

Then  (z ,b ,c) is efficient solution (MWD). 

 

Proof  

Since z is efficient for (VP) and satisfies the constraint qualification for (VP), then from the 

Kuhn-Tucker necessary optimality condition, we obtain b>0 and  0c  such that 

( ) ( ) 0, ( ) 0b f z c g z cg z     , the vector b may be normalized according to be = 1. 

b>0,which gives that the triple(z,b ,c) is feasible for (MWD). The efficiency of  (z,b,c) for 

(MWD) follows from weak duality theorem. Thus completes the proof. 

 

5. GENERAL MOND-WEIR TYPE DUALITY  
In this section, we consider a general Mond-Weir type of dual problem to (VP) establish weak 

and strong duality theorems under some mild assumption. We consider the following general 

Mond-Weir type dual  problem: 

(GMWD) Maximize eyg )( f(y)
00 jj  

              Subject to 0)()(  ygyf        (6) 

                               
q qj j 0,1g q r                 (7)   

,10,0  eand  PT Rewhere  )1,......1( , rqJq 1, , are partitions of the set N. 

Theorem 5.1  ( Weak duality ) suppose that for all feasible x  for (VP) and for all feasible 

 , ,y    for (GMWD): 

(a) and0 (.)),(.)(f
00 jj qqgjjeg   is pseudoquasi type I  , -univex at y for each q. 

1 q r   with respect to some  andbb 1010 ,., ; 

(b) (.)),(.)(f
00 jj qqgjjeg   is weak strictly pseudoquasi type I  , -univex at y for each q. 

rq1  with respect to some  andbb 1010 ,., ; 

(c) (.)),(.)(f
00 jj qqgjjeg   is weak strictly pseudo type I  , -univex at y for each q, 

1 q r   with respect to some  andbb 1010 ,., ; then ).()( yfxf   .)(00 eygjj  

Proof : Suppose contrary to the result. Thus, we have  

).()( yfxf   .)(00 eygjj  

Since x  is feasible for (VP) and 0 , the above inequality implies that   

)(xf  .)(00 exgJJ )(yf  .)(00 eygJJ          (8) 

By the feasibility of  , ,y    inequality (7) gives 

 .1,0)( rqygJJ qq                               (9) 

Since 10  and  are increasing, from (8) and (9), we have  

 )({(),( 00 xfyxb    exgJJ )(00 )(yf  0)(00  eygJJ                                     (10) 

11 ),( yxb .1,0)}({ rqygJJ qq                                                                           (11) 
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By condition (a), from (10) and (11), we have  

0)),)()((;,( 00   eygJJyfyx  

rqeygJJyx qq  1,0)),)((;,(   

Since , 0  the above inequalities give  

0)),)()((;,(
0

 



r

q

qq ygJJyfyx                                                                 (12) 

Since rqJq 0,  are partitions of the set N, (12) is equivalent to  

0))),()((;,(   ygyfyx  

which contradicts (6),By condition (b), from (10) and (11), we have  

,0)),)()((;,( 00   eygJJyfyx  

.1,0))),((;,( rqygJJyx qq    

Since , ,0  the above inequalities give (12), which again contradicts (6). By condition (c) 

,(10) and (11), we have, 

,0)),)()((;,( 00   eygJJyfyx .1  ,0))),((;,( rqygJJyx qq    Since, ,0  the 

above inequalities give (12), which again contradicts (6). This completes the proof. 

 

Theorem 5.2 (strong duality)  let z be an efficient solution for (VP) and z satisfies a 

constraint qualification for (VP). Then there exist ),,( cbzthatsuchRcandRb mp   is 

feasible for (GMWD). If any of the weak duality in theorem 5.1 holds, then ),,( cbz  is an 

efficient solution for (GMWD). 

 

Proof  

Since z is efficient for (VP) and satisfies a generalized constraint qualification, by the Kuhn-

Tucker necessary condition (see Maeda[11]),there exist b>0 and thatsuchc 0  

0)()(  zgczfb , .1,0)(ii pizgc  The vector b may be normalized according to be =1, 

b> 0, which gives that the triplet ),,( cbz  is feasible for (GMWD). The efficiency follows 

from the weak duality in theorem 5.1. this completes the proof. 

 

6. CONCLUSION  

In this paper, we have extended the corresponding results of Mishra [9, 5], Aghezzaf and 

Hachimi [1], Ferrara and Stefanescu [10] to a wider class of functions. 
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